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Major maintenance efforts were confined to those things that could be done without 
bringing zones to high voltage or RF state. These tasks included general PM on RF 
systems.  Due to time and staff limitations not all RF zones received attention.  Since 
other maintenance is also done on tunnel areas, this generally means that operational 
tests and adjustments can’t be done until late in the SAD.  Known problems requiring 
repairs or replacement can be done, but final checkout must normally wait until the end 
of the SAD.  Approximately 50 LCW hoses were replaced preemptively after an earlier 
failure during the previous run. These hoses are used to cool the various subsystems 
inside the HPA (klystron, circulator, driver amp).  Hose fittings are swaged to the hoses, 
but due to age some hose fittings have showed signs of coming loose. 
 
RF activities included inspecting, cleaning, checking connections, replacing or repairing 
problems areas when found.  In the case of mod anode load bank assemblies, several 
were found to be defective during the maintenance activities and were replaced at that 
time.  Q: Is this general maintenance appropriate? A: Given that we cannot do 
operational checks until late in the down, I believe it is.  Q: Does it find problems? A: 
Yes. But with the caveat that it isn’t clear why so many load banks failed at all. Virtually 
none of the failed assemblies were known to be defective at the start of the SAD.  Also, 
when zones were brought back into high voltage, moisture or other leakage paths 
resulted in several more load banks needing to be bypassed or replaced.  This is the first 
time so many units failed at turn-on.  It may be due to old age issues with this model 
resistor (vendor no longer manufacturers this item) or a combination of age and 
humidity.  The switchover to the new air handlers & chiller coupled with higher humidity 
may have caused problems with the insulating properties of the fiberglass mounting 
brackets that support these resistors. 
 
Concern: Age is beginning to show on many of the connections especially inside the 
CPS, which is constantly exposed to hostile outside air.  We’ve considered the option of 
replacing much of the corroding hardware with brass or stainless at some future time.  
Operating these systems with controlled building air would be better, though I have 
been told the new system doesn’t have sufficient capacity.  Bill Rust is looking into 
options that might help reduce humidity inside the CPS.  This was a big problem prior to 
the start of the SAD, with water condensing on the inside cold surfaces and dripping 
onto high voltage components.  A leaking roof also contributed to problems in several 
zones. 
 
Injuries 
 
One other significant effort during the down was the installation of 20+ waveguide stub 
tuners.  This activity resulted in 2 recordable injuries.  One was potentially the result of 
working conditions (low and cramped), while the other was a result of insufficient PPE 
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protection that result in a wire-related puncture wound.  Both incidents have ongoing 
investigations into solutions to the work that would reduce the likelihood of injury.  An 
ergonomic analysis of the job with (hopefully) recommendations for improvements to 
the task effort, and use of different PPE are expected outcomes.  The thought of 
replacing gaskets with a less hazardous design was considered, though this would only 
address gaskets removed as part of the tuner installation process.  Lack of another 
suitable gasket has essentially removed this option. The one technically suitable (and 
questionably better from a safety standpoint) costs $385 per gasket when purchased in 
quantities over 50.  This is not an acceptable price given that the present gasket costs in 
the vicinity of $30. 
 
While the SAD activities generally went as planned and without incident, the recovery 
efforts, when we finally were able to turn systems on, caused the most troubling 
problems. 
 
Mod Anode Load Bank failures 
 
Modulating anode load resistor banks arced, burned, and failed.  Several were replaced 
and over a dozen were disconnected, plus numerous banks had at least transient 
problems.  
 
The nature of the beast:  each load bank (one per klystron) consists of 8 resistors 
connected in series and mounted to an insulating red fiberglass channel located at the 
top of each of the four klystron bays in a zone.  There appears to be several failure 
modes.  The one that was discovered during PM was simply that of one or more open-
circuited resistors in a string.  Resolution was accomplished by either replacing the 
defective component or swapping out the entire assembly. Each fiberglass assembly has 
resistors for two klystrons.  
 
The more troubling failures began once high voltage was applied.  For random 
(apparently so) positions the area around individual resistor connections began arcing. 
This resulted in heating, additional arcing, and in many cases actual combustion of the 
fiberglass material. Note that this didn’t result in any significant flames, but did cause 
bad odors and necessitated additional replacements – until the available spares 
inventory was depleted. 
 
My best analysis of the failure mechanism has two possibilities depending on individual 
cases.  The resistor bank normally has the fully high voltage potential across it (typically 
11 kV).  Under these conditions the resistors generate heat, which in turn keeps 
moisture minimized.  It is likely that this material absorbed moisture during the one 
month down time, either in/on the fiberglass directly or in surface contaminates (dust, 
pollen, etc). When high voltage was applied, there was sufficient leakage to cause 
heating along the leakage path.  
 
A second failure mode, not fully understand, relates to the bad load banks that were 
found and replaced during PM.  We were not aware of problems with any load banks 
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when we ceased operation prior to the down.  It’s not clear why the resistors failed, but 
the failure mode was that of a wire-wound resistor going open circuit.  The design of 
this load bank is such that an open resistors results in full supply voltage being applied 
across a much smaller distance.  This usually results in arcing and breakdown at that 
location.  Many – but not all  -- of the failures were due to open resistors.  While I have 
observed some odd deposits on some resistors, I haven’t been able to determine what 
the significance is. 
 
We have seen failures like this before, both during operation and following an extended 
off period, but never to the degree seen at this time.  Possible reasons: higher humidity, 
new building climate control, roof leaks, old age of components, and failure of resistors 
due to unknown reasons.  The resistance of the resistors is high for a wire-wound 
design. It’s also interesting to note that the manufacturer no longer produces this 
model, and the company that makes an equivalent design doesn’t offer it in anything 
close to the value this design requires.  
 
The best approach is to replace the present assemblies with a new design. We should 
have new resistors in hand to prototype a replacement assembly by the end of the year. 
The new design uses a single 12” long resistor instead of 8 small devices.  This provides 
a significantly longer path between connections and should completely eliminate any 
chance of arcing under normal conditions.  The power handling is also increased, and 
maintenance is improved since a failed resistor can be replaced in a matter of minutes.  
The present assembly takes hours to rebuild. 
 
Transformer Failures and follow-up actions 
 
The transformer in 2L08 failed at initial turn-on when zones were brought up for the first 
time following the down.  Failure was by arcing between secondary windings on the 
high voltage side.  There is no obvious reason for this and I don’t expect the vendor to 
be able to tell us much when we return the unit for rebuild.  Failure could have been 
due to a moisture problem.  It could also have been due to control problems or even a 
family of insects lodged between the windings.  This would have compromised the 
distance between relatively high voltages allowing an arc to develop.  
 
We had one spare transformer of this style (10 power supplies use one style 
transformer, while the remaining 34 use another).  The transformer was replaced (with 
difficulty) and the system turn on with the VARKLY at it’s lowest tap.  While no problems 
were found suggesting anything other than a transformer failure, I elected to energize it 
at minimum voltage in case there was another problem. That decision may have 
contributed to another failure that resulted in the replacement transformer also arcing 
over.   
 
With no additional transformer spares and an upcoming high-energy run that required 
all zones in operation, our only choice was to enclose the remaining spare transformer 
(too large to fit inside the power supply itself) and operate the system that way until a 
new replacement was available.  
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The second transformer appears to have failed due to an oversight in the 
implementation of the VARKLY. That is, the 480 V line feeds the VARKLY, the reduced 
output voltage of the VARKLY then feeds the CPS.  This is fine for the high voltage 
portion, but the same reduced voltage also feeds a 480:120 V step-down transformer, 
the output of which is used to power the various controls and main contactors.  With the 
VARKLY at the lowest tap, that means the 120 V control power would be only about 85 
volts.  Tests made after the fact determined that this is marginal (at best) voltage for 
the contact to operate reliably.  What may have happened was that the contactor pulled 
in, “buzzed”, and the resulting rapid on/off powering of the primary of the transformer 
resulted in significant voltage spikes on the secondary that exceeded the insulation 
capabilities of the transformer.   
 
The connections were changed in 2L08 so that 120 VAC is always used for controls 
independent of the VARKLY tap setting.  This modification should be done to all 
remaining zones as part of the February 2005 SAD.  Until such time as the modifications 
are complete, zones should not be operated below 10.1 kV.   
 
The process of removing and replacing a transformer has gotten to be harder over the 
years as additional equipment is placed in the linac service buildings, and the amount of 
free space decreases. The transformer weighs roughly 1200 pounds and must be 
removed through the available cabinet openings: rear or side.  In either case, there’s 
not enough room to bring in a forklift or other existing hoist system.  In a few cases 
there’s probably no room to remove the transformer from the side. A portable aluminum 
gantry hoist will be procured to facilitate transformer replacement. 
 
Our first transformer failure (many years a ago) necessitated swapping the entire supply 
(the transformer in that supply was too large to remove in place). The operation 
required quite a bit of effort to disconnect and reconnect AC, HV, and control cabling.  
That was also done before the installation of the VARKLY units.  As it sits now, there’s 
no longer enough room to maneuver a supply down the aisle.  We also no longer have 
an intact power supply to install.  The ideal removal method might be to lift the 
transformer out the top, but this is no longer possible due to interference with overhead 
cable trays, box ducts, and blowers.  
 
For the recent failure we basically made a portable transformer, parked it alongside and 
wired it through the side opening.  We’d like to make at least one of these truly portable 
transformer rigs to be ready for any future failure.  It would consist of a wired 
transformer and rectifiers in an enclosed cart.  The cart would be parked at the end of 
the CPS and cables fed through a replacement side panel with conduit.  This should 
allow a zone with a blown transformer to be put back online in hours rather than days.  
 
Eventually the failed unit will have to be removed and replaced.  The second job is to 
design an easy and safe means of jockeying the transformer into and out of the supply. 
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Separator Problems 
 
Following resumption of beam, an illusive situation caused several separator faults 
resulting in excessive beam current going to Hall B.  The problem was traced to a 
marginal solid state RF switch inside the RF power monitoring (and interlock) chassis 
that turned off intermittently for microseconds at each incident.  The accelerator 
response was a beam current fault that resulted system state change. 
 
Once located, the defective chip was replaced and bench tested before being reinstalled.  
At the same time, a slight modification was made to the circuit to insure proper turn-on 
of the switch.  This chassis had been installed during the SAD.  The switch is designed 
to be on or off depending on system requests, so having it drop out for a couple 
hundred microseconds wouldn’t have been spotted during initial testing.  The same 
modifications will be made to the second and third chassis (IOTs 3 and 4 and spare). 
 
0L04 HV Faults 
 
This zone had been running OK and tripped on a HV overload.  Extensive diagnostics 
and minor repairs were made. At restoration, a significant arc damaged a HV cable 
bundle in the HPA. This was repaired and the system restored to operation.  Stable 
running went on for about a week, at which time the zone again to trip off on HV DC 
overloads.  Fearing the worst (the cable repair had failed) the repairs were examined 
and no damage was found.  Eventually, an apparent poor ground was found that 
induced signals into the DC overload board causing the faults.  This was repaired and 
the system again restored.   
 
In hindsight, this may be the same problem we’ve had a couple times earlier without 
realizing it.  Other similar problems were resolved by replacing various components.  It 
may be that many grounds are deteriorating due to corrosion, meaning we may see 
more of these unexplained overload faults.  When similar problems developed in another 
zone not long after 0L04’s problems, similar fixes were attempted first, but without the 
same success.   
 
Cryo Heat Load problems 
 
This resulted in several cold compressor trips, and while not directly an RF problem, it is 
related to the RF accelerating system as a whole.  Field emission caused heating and 
resulted in an unstable cryogenic load.  A bad insulating vacuum resulted in additional 
heat load.  These two items were probably responsible for at least 9 cold compressor 
trips. 
 
Action Items 
 

1. Mod anode load bank redesign 
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a. New style resistors are on order and will be installed in place of failed 

assemblies presently bypassed. Should be here by sometime in the 
February SAD  

2. Spare transformer on a “portable” cart.  
a. At 1200# not exactly portable. N Wilson has a dolly for the transformer, 

but at present we have no spare.  Two are in repair at this time, but one 
more remains to be removed. That unit would become the spare. 

3. Better means for removing and installing transformers. 
a. An aluminum gantry crane was procured and will facilitate removal in 

most power supplies. A few power supplies offer restricted access and 
may not be as easily removed. 9 old-style power supplies use a larger, 
heavier transformer and may not be easily removed without pulling the 
entire supply outside. 

4. Ground integrity of control circuits in the CPS (cathode power supply) may 
cause problems similar to the 1 or 2 witnessed during this SAD. 
a. Other than tightening connections or redoing cables completely, the 

ability to detect this problem is not clear.  High current pulses and 
switching transients seem to be to blame. At some point we may be 
forced to do major rewiring of these supplies, but at present this doesn’t 
seem practical or necessary.  

 


